
SENSEVAL: An Exercise in Evaluating Word SenseDisambiguation ProgramsAdam Kilgarri�ITRI, University of BrightonAdam.Kilgarri�@itri.bton.ac.ukAbstractThere are now many computer programsfor automatically determining which sensea word is being used in. One would liketo be able to say which were better, whichworse, and also which words, or varietiesof language, presented particular problemsto which programs. In this paper I de-scribe a pilot evaluation exercise (`SEN-SEVAL') taking place under the auspicesof ACL SIGLEX (the Lexicons Special In-terest Group of the Association for Compu-tational Linguistics) and EURALEX (Eu-ropean Association for Lexicography) in1998.1 Word Sense DisambiguationAs dictionaries tell us, most common words havemore than one meaning. When a word is used ina book or in conversation, generally speaking, justone of those meanings will apply. This is not a prob-lem for people. We are very rarely slowed down inour comprehension by the need to work out whichmeaning of a word applies. But it is for comput-ers. The clearest case is in Machine Translation. IfEnglish drug translates into French as either drogueor m�edicament, then an English-French MT systemneeds to disambiguate drug if it is to make the cor-rect translation.For forty years now, people have been writingcomputer programs to do Word Sense Disambigua-tion (WSD). Early programs (Kelly and Stone, 1975;Small, 1980) required human experts to write setsof disambiguation rules for each multi-sense word.This was a problem. It involved a huge amount oflabour to write rule-sets or \Word Experts" for asubstantial amount of the vocabulary.The WSD problem can be divided into two parts.The �rst is, how do you express what meaning num-

ber 1 and meaning number 2 of a word are, to thecomputer. The second is, how do you work outwhich of those meanings matches an occurrence ofa word to be disambiguated. (Lesk, 1986) took anovel tack, using the text of dictionary de�nitions asan o�-the-shelf answer to the �rst problem. He thenmeasured the overlap, in terms of words-in-common,between each of the de�nition texts and the contextof the word to be disambiguated. Much recent workuses sophisticated variants of this idea.Dictionary-based approaches remain tied to a par-ticular dictionary, with concomitant errors, imper-fections and copyright constraints. With the adventof huge computer corpora, and computers powerfulenough to computer complex functions over them,the 1990s has seen new strategies which �nd thecontexts indicative of each sense in a training cor-pus, and then �nd the best match between thosecontexts and the instance of a word to be disam-biguated (Yarowsky, 1995).2 EvaluationSo there are now quite a few working WSD pro-grams. An obvious question is, which is best? Eval-uation has excited a great deal of interest acrossthe Language Engineering world of late. Not onlydo we want to know which programs perform best,but also, the developers of a program want to knowwhen modi�cations improve performance, and howmuch, and what combinations of modi�cations areoptimal. US experience in ARPA competitive eval-uations for speech recognition, information retrievaletc. has been that the focus provided by an evalua-tion serves to bring research communities together,forces consensus on what is critical about the �eld,and leads to the development of common resources,all of which then stimulates further rapid progress.Reaping these bene�ts involves overcoming twomajor hurdles. The �rst is agreeing an explicit anddetailed de�nition of the task. The second is produc-



ing a \gold standard" corpus of correct answers, soit is possible to say how much of the time a programgets it right. In relation to WSD, de�ning the taskincludes identifying the set of senses between whicha programme is to disambiguate, the \sense inven-tory" problem. Producing a gold standard corpus isboth expensive, as it requires many person-monthsof annotator e�ort, and hard because, evidence todate shows, di�erent individuals will often assign dif-ferent senses to the same word-in-context.A workshop of the ACL Lexicon Special Inter-est Group (SIGLEX) in Washington, April 1997, in-cluded a lively and productive session on WSD eval-uation. (Resnik and Yarowsky, 1997) made somepractical proposals which were broadly welcomed.There was a high degree of consensus that the �eldneeded evaluation, and that researchers needed tocollaborate and make compromises so that an eval-uation framework could be agreed.In the subsequent discussion, there were two cul-tures in evidence | the computer scientists, whoview a set of dictionary de�nitions as data they areto work with (and would like to be able to treatthem as �xed) and the humanists, who had detailedexperience of lexicography and textual analysis, andwhose dominant concern lay in the sheer di�cultyof identifying and de�ning word senses.The humanists argued that a high level of agree-ment between di�erent people doing the taggingwas not easy to achieve because the task was hard,and existing dictionaries were not up to it. This isscarcely surprising: they were written, for the mostpart, to explain word meanings to people, not tomake cut-and-dried distinctions between senses. Butwithout high inter-annotator agreement, the goldstandard was fool's gold. There would only be po-tential for high inter-annotator agreement if the dic-tionary and its sense inventory were of very highquality, and designed for the purpose. This could beachieved through allowing the people who were do-ing the tagging to improve the dictionary entry, per-haps changing the senses for the word, if they foundthat the corpus data they were tagging was at oddswith the input dictionary (at least from an NLP per-spective). They could also make much fuller dictio-nary entries as they would not be constrained to col-umn inches, as paper lexicographers always are. Inthe Resnik-Yarowsky proposals, just 200 test wordswould be worked on each year, which suggested amanageable amount of lexicography-revision to un-dertake year on year.Allowing shifting goalposts, in the form of a re-visable sense inventory, makes for great di�cultiesfor WSD algorithms. But to be endorsed by the

research community, an evaluation framework mustnot only provide computable measures, but must bevalid. For that, a fully defensible sense inventoryand gold standard are essential.3 Pilot SENSEVALThe author is currently co-ordinating the �rst pilotWSD evaluation exercise, or Senseval.A call for participants has been published andthere are over 20 systems (hereafter \the partic-ipants"), from three continents, planning to takepart. Participation involves, minimally,1. receiving corpus data from the organisers2. applying the participant's WSD program to it3. returning the program's word sense decisions tothe organisers for evaluation.This will take place over the summer, 1998, andthere will be a workshop in Sussex, England, inSeptember, by which time the performance of a num-ber of WSD programs will have been evaluated, andwhere we shall discuss� systems' results (from di�erent sites, for di�er-ent words etc.)� the di�culties faced by the human lexicogra-phers/taggers� the way forward.3.1 Languages coveredMost research in WSD has been on English. Thereare most resources available for English, most com-mercial interest, and most expertise in the problemsin presents. ACL SIGLEX will �nd it easiest to setup the exercise in English. However we have no wishto be so limited, and various people working in lan-guages other than English are involved in Senseval.Ideally, there would be parallel exercises for a num-ber of languages. By the time of the 1998 workshop,alongside the exercise for English, there will be pi-lots for French (5 participants), Spanish (3) and Ital-ian (2). Preliminary planning for Korean and Por-tuguese is underway. Enquiries regarding setting upexercises for additional languages are most welcome.3.2 Manually sense-tagged corporaFor English, there are various manually sense-taggeddatasets in existence. Some could provide data forSenseval. The survey below covers all datasets forEnglish where a combination of size, care taken overtagging, and availability make them candidates foruse in an evaluation exercise.



3.2.1 SEMCORThe best known and most widely-used manuallysense-tagged corpus is Semcor (Fellbaum, 1997).It comprises 250,000 words of text (taken from theBrown Corpus and a novel, \The Red Badge ofCourage") in which all content words have beentagged, manually, with word sense. The sense in-ventory is taken from the WordNet lexical database.It is available free over the WorldWideWeb. It is avery valuable resource which has already been widelyused for WSD evaluation as well as a range of otherpurposes, and has contributed greatly to our under-standing of the task and the problems involved. Oneof these contributions regards the mutability of thedictionary. Originally, the plan was to be that Sem-cor taggers would not make changes to the dictio-nary. The Semcor experience demonstrated thatthis was not viable. Where a tagger could not makesense of a sense-distinction in WordNet, their choiceof one sense over the other become arbitrary. Thesituation was resolved by providing an avenue forthe tagger to feed into the dictionary-editing.For Senseval, Semcor has several shortcomings.There are only 83 words for which there are morethan 100 sense-tagged corpus instances; WordNet,like any other dictionary, contains errors and in-consistencies, and these often result in anomalies inSemcor; and as it is freely available, it cannot pro-vide unseen data for evaluation: all of Semcor hasalready been seen by many research teams in thearea.3.2.2 DSO corpusA team in Singapore disambiguated all instancesof 191 \most frequently occurring and most ambigu-ous" nouns and verbs in a corpus (Ng and Lee, 1996).There are 192,800 tagged tokens. Linguistics under-graduates did the tagging, and the work represents aperson-year of e�ort. The resource is freely availableand has been used by various researchers in additionto Ng and Lee.Their data included the subset of the Brown cor-pus in Semcor, so there was some overlap betweenthe word-instances tagged in the two projects. Thelevel of agreement between Semcor and DSO tag-gers, with both using the full �ne-grained set ofWordNet senses, was 57%.The 57% agreement with Semcormakes it impos-sible to regard the DSO corpus as a gold standard.It also indicates how hard it is likely to be to achievea target level of 90% agreement between taggers, asis the Senseval goal.

3.2.3 HECTORHector was a joint Oxford Univer-sity Press/Digital project (Atkins, 1993) in corpuslexicography. For a substantial set of words, all cor-pus instances in a 20M-word corpus (a pilot for theBritish National Corpus) were tagged according tothe senses in a dictionary entry that was being de-veloped alongside the tagging process. The databasecomprises 200,000 tagged instances and an associ-ated set of dictionary entries. There are 300 wordsassociated with over 100 corpus instances.The tagging and the lexicography formed a sin-gle process. The tagger-lexicographers were highlyskilled and experienced. There was some checking,with a second lexicographer going through the workof the �rst, but no extensive editing of either cor-pus taggings or dictionary entries. The dictionaryentries are fuller than in most paper dictionaries orWordNet, and this is likely to be bene�cial for Sen-seval.English Pilot Senseval will use Hector data.OUP has agreed to make the data available at nocost. It will be necessary to re-tag the data to deter-mine the level of agreement between the Sensevaltagger and the original Hector tagger.In committing to the corpus, we are also com-mitting, by implication, to the Hector dictionaryentries and sense inventory. The dictionary entriesare written by expert lexicographers, on the basis ofparticularly close scrutiny of corpus evidence | andare available electronically | so this is satisfactory.3.3 A sample of wordsSemcor and Hector represent two alternative ap-proaches to selecting the data to be tagged. Semcortook the `textual' approach, tagging everything in aselection of texts, whereas Hector took the `lexi-cal' approach, �rst taking a selection of word types(`dictionary headwords') and then tagging all occur-rences of them in a set of texts.Pilot Senseval will prioritise the `lexical sample'approach, for a number of reasons.Firstly, lexical sense-tagging is not a well-understood task, and when a task is not well-understood, it is wise to �nd out more about it be-fore doing a lot of it. Senseval needs to assess howto learn most from limited manual sense-tagging re-sources. Very little can be inferred where a personsense-tags less than twenty or thirty instances of aword: there is simply insu�cient evidence to drawany conclusions. In the textual approach, much ofthe tagger's e�ort is spent on word-types for whichless than twenty tokens get tagged. In the lexical ap-proach, we can decide will have at least �fty tokens



per type will be tagged.Secondly, taggers can tag more e�ciently and ac-curately if they work lexically rather than textually.Experience of tagging is commonly that the bulk ofthe intellectual labour goes into the close reading ofthe dictionary de�nitions: only when they are fullyand clearly understood can non-obvious tagging de-cisions be made (Kilgarri�, 1993). In the lexical ap-proach, one close reading of a dictionary entry servesfor tagging a substantial set of occurrences for thatword. The textual approach is ine�cient, because,for each word, the tagger must look closely at a newdictionary entry. The lexical method also promotesthe use of patterns. When a tagger notices a re-curring pattern in the corpus lines for a word, theyare usually able to infer that that pattern alwayssigni�es a particular sense. A good tagging method-ology will promote the use of patterns, as was donein Hector.Thirdly, with the lexical approach, Senseval willonly be considering a small number of word types. Itwill be necessary to manually establish mappings be-tween one dictionary's senses and another's, so thiswill be a manageable task. Also the copyright anddata-handling issues relating to whole dictionariesare avoided.Fourthly, one class of WSD systems is only ableto tag a set of word-types for which there has beensome speci�c input. Their participation would beseverely limited if a textual approach was adopted.(Developers of systems which disambiguate all wordsmay claim to be at a disadvantage when comparedwith systems requiring speci�c input for the test-words: however the situation is not symmetrical be-cause `all-words' systems can participate fully in a`lexical-sample' evaluation. See also next section.)For pilot Senseval, around 60 word-types are be-ing selected for each language, covering nouns, verbs,and adjectives. Between 50 and 300 instances ofeach word-type will be manually tagged. For the ap-proach adopted for French and Italian see (V�eroniset al., 1998). For English, the choice of words isconstrained by the Hector data: all the words inthe sample must have Hector lexical entries andover 100 tagged Hector instance. The sample willcover, as far as possible, higher and lower frequencywords and higher and lower polysemy words. (Fora fuller discussion of sampling issues, see Kilgarri�,1997.)We anticipate that the di�erence in scale betweena `pilot' and a full-scale Senseval will primarily bea di�erence in the number of sample words. (Thepilot may well reveal more profound ways in whichthe model needs to change.)

3.4 Level playing �elds and the HimalayasThe WSD systems involved in the English task rep-resent a great variety of algorithms and approaches.Some rely heavily on dictionaries, others do not usedictionaries at all. Some sense-tag all words; others,only nouns, or only verbs, or only nouns occurringas heads of direct objects noun phrases; others againrequire some particular preparatory work for eachword type to be tagged. Almost half the systemsuse \supervised training" methods: they require aset of sense-tagged \training" data in order to learnhow to tag further examples.The rallying cry for evaluation exercises is thatthere should be a level playing �eld. The way inwhich the exercise is set up and administered shouldnot favour one participant over another. This is ourgoal. However, where di�erent systems require suchradically di�erent inputs, it is not easily achieved.In practice, in all likelihood every participating sys-tem will be presenting its results with quali�cations:the performance was not what it might have beenbecause the dictionary had a radically di�erent for-mat, or because a WordNet-based semantic hierar-chy could not be used, or because longer documentshad been expected . . .Would-be participants maywell be deterred from participating by the fear thattheir system appears to perform badly, owing to amismatch between the evaluation setup and theirsystem.The organisers' response is that, �rstly, we shalllevel the playing �eld as far as we are able; secondly,we shall strongly discourage citation of resultswith-out reference to qualifying factors; and thirdly, thewidely-shared premise is that the whole �eld standsto gain from evaluation. We ask would-be partici-pants to weigh the longer-term bene�ts of partici-pation, both for themselves and for the communityat large, against the possible short-term embarrass-ment.The Hector database has the merit that it hasnot been used for WSD research before, so no systemhas `home advantage'.Systems will not be required to use the Hectorsense inventory directly, but for those that do not,the research group will have to produce a mappingfrom their sense inventory to Hector's.4 The di�culty of manual taggingPike can mean `�sh' or `medieval weapon':1The carp and pike, which were found lo-cally, were kitted out with lavish trim-1All citations from the British National Corpus.



mings and served . . .Towards the close of the twelfth centurythe pike was used to counter cavalrycharges, . . .All citations from the British National Corpus.The manual tagger's task is to say, for each of thecorpus instances, whether the word is being used inits `�sh' or `medieval weapon' sense (or neither orboth). In general, the tagger �rst looks at a dictio-nary, to �nd what senses the word has, and then atthe context, to see which sense applies. For most in-stances of most words, given a small context of twoor three words preceding and following the targetword, it is immediately apparent which sense holds.However for many words, the distinctions are not asclear cut as for pike, and for many instances, theselection of the appropriate sense will not be e�ort-less. Application can mean, amongst other things,the document or the process of applying for some-thing: it requires close reading to determine whichapplies in the following cases.Application for a grant should be made atthe same time as the application for anaudition . . .I then found my application for �nancialassistance for part-time study had beenrejected . . .The scale and di�culty of the task depend verysubstantially on how many words are like pike, andhow many like application (and how many of theinstances of each are `straightforward'). There isalmost no previous research on this point, and noth-ing that approaches the sampling question system-atically. The Senseval pilot will gather data andexperience. From a practical point of view, this willsupport more accurate budgeting for future Sense-vals. From a theoretical one, it will shed light ona central question about the lexicon: how, how of-ten, and in what ways, are words used in ways thatdeviate from their staple meanings.Websitehttp:www.itri.bton.ac.uk/events/sensevalAcknowledgementsI would like to thank Oxford University Press, Cam-bridge University Press and Addison Wesley Long-man for their material support for Senseval. Thework was also supported by EPSRC grant GRK18931.

ReferencesSue Atkins. 1993. Tools for computer-aided lexicog-raphy: the Hector project. In Papers in Compu-tational Lexicography: COMPLEX '93, Budapest.Christiane Fellbaum, editor. 1997. WordNet: AnElectronic Lexical Database and Some of its Ap-plications. MIT Press, Cambridge, Mass. forth-coming.Edward Kelly and Philip Stone. 1975. Com-puter Recognition of English Word Senses. North-Holland, Amsterdam.Adam Kilgarri�. 1993. Dictionary word sense dis-tinctions: An enquiry into their nature. Comput-ers and the Humanities, 26(1{2):365{387.AdamKilgarri�. 1997. Sample the lexicon. TechnicalReport ITRI-97-01, ITRI, University of Brighton.http://www.itri.bton.ac.uk/techreports.Michael E. Lesk. 1986. Automatic sense dis-ambiguation using machine readable dictionaries:How to tell a pine cone from an ice cream cone.In Proc. 1986 SIGDOC Conference, Toronto,Canada.Hwee Tou Ng and Hian Beng Lee. 1996. Integratingmultiple knowledge sources to disambiguate wordsense: An exemplar-based approach. In ACL Pro-ceedings, June.Philip Resnik and David Yarowsky. 1997. A per-spective on word sense disambiguation methodsand their evaluation. In Marc Light, editor, Tag-ging Text with Lexical Semantics: Why, What andHow?, pages 79{86, Washington, April. SIGLEX(Lexicon Special Interest Group) of the ACL.Steven L. Small. 1980. Word Expert Parsing: ATheory of Distributed Word-Based Natural Lan-guage Understanding. Ph.D. thesis, Departmentof Computer Science, University of Maryland,Maryland.Jean V�eronis, Val�erie Houitte, and Corinne Jean.1998. Methodology for the construction of testmaterial for the evaluation of word sense disam-biguation systems. In 2nd Workshop on LexicalSemantics Systems, Pisa, April.David Yarowsky. 1995. Unsupervised word sensedisambiguation rivalling supervised methods. InACL 95, pages 189{196, MIT.


