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Abstract

We present bilingual word sketches: automatic, corpus based summaries of the grammatical and col-
locational behaviour of a word in one language and its translation equivalent in another. We explore,
with examples, various ways that this can be done, using parallel corpora, comparable corpora and bi-
lingual dictionaries. We present the formalism for specifying equivalences between gramrels in the
two languages. We show how bilingual word sketches can be useful for dictionary-making and we
present additional functionality to make them more useful. We state the language pairs for which bi-
lingual word sketches are currently available, and our plans for adding more pairs.
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1 Introduction

Word sketches are one-page, automatic corpus-based accounts of a word’s grammatical and collocati-
onal behaviour (Kilgarriff et al 2004). Since their introduction in 1998 they have come to be widely
used in lexicography, often serving as the first port of call for a lexicographer analysing a word. Until
recently, they have been monolingual. Bilingual lexicographers would like to see the word and its
grammar and collocations, matched up with its translation and its grammar and collocations. In this
paper we discuss how this might be done, and present the solution we have adopted and now make
available within the Sketch Engine.

Two open questions are:

e how should the source word’s translation be identified?

e how should the grammar and collocations be matched up?
We first describe three responses, based on different answers to the first question: bics, bips and bims.

We then describe how we amalgamate all three to give a single, easy-to-use translate function, with a

report as illustrated in Figure 1.
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f' r (noun)
] e enTenTen12 freq = 1184216 (91.3 per million)

Feuer (noun) deTenTenl0 freq = 74523 (26.2 per million) Click on collocates to access reciprocal bilingual search,

use another candidate translation: Brand Waldbrand Wald Uberschwemmung Dure Sommer Verhiitung Eeuenwehr
object_of 242,896 0.2 | VerbY+SubstXAcc 7 9 subject of 143,398 0.2 |SubstXNom+VerbY 779 0
obiiacc ol 11,753 0. SOBivo 6,779 0.4
extinguish 4,553 9.04 destroy 6,283 7.63 {sub]_of}
tight 7,599 8.62 | Pelen 116 79| purn 4,601 7.19 | lodern 179 8.75
kindle 2,711 8.32 | Sieben 405 743 || rage 822 6.97|brennen 765 6.%
catch 12,437 7.91 | entfachen 192 7.39 | | extinguish 648 6.g5 | knistern % 6.9
stoke 1,830 7.76 | sPucken 163 6.71 gut 462 6.9 ‘speien 28 6.39
ignite 1,595 7.39 | lodern %6 663 plaze 536 .47 | Ubergreifen 3% 6.2
blaze 1,415 7.28 | entzlinden 157 6.58| | arupt 436 6.16 | Wiiten 6 6.2
cease 1 885 7‘15:erwidem 156 6.58 damage 1446 6.1 ausbrechen 150 6.04
rage 1343 7.13 schiiren 133 6.37 engulf 363 6.02 prasseln 31 6.03
open 13,060 7.09 | fachen 43 6.29|| fene 2,741 5.88 | flackern 3 5.87
| fusat 1860 7.04 Zunden 116 593 | sancuims 1.215 5.g1 | verioschen 16 5.82

Figure 1: Bilingual word sketch for fire/Feuer. The user can click on alternative translations to
see alternative sketches.

In all the approaches discussed, we start from the word sketch for one language (hereafter L1) and
augment it with information from the other language (1L2). Note that, here, L1 and L2 are neither
‘source’ and ‘target’ as understood by translators, nor ‘mother tongue’ and ‘language being learnt’ as
in the language learning literature. They simply reflect the fact that the user (and algorithm) starts
from one language and adds information from another. At some point we may develop symmetrical,

direction-independent bilingual word sketches but we have not done so yet.

2 BIPs

Bips are bilingual word sketches based on parallel corpora. A dictionary is not needed because the connec-
tions between the languages can be inferred, by looking to see which <L1, L2> pairs of words are frequently
found in aligned chunks <L1, L2> chunks (where the chunks are usually sentences). We first count occur-
rences in aligned chunks for all <L1, 12> word pairs,and then use the Dice coefficient to identify candidate
translations.

Where a lemmatiser is available for the language, the corpus is first lemmatised and the dictionary-induc-
tion process is applied to lemmas rather than word forms.

This provides a bilingual dictionary, with each lemma in each language having a list of candidate transla-
tions, with confidence scores. The default setting is that the ten top candidates for each lemma are re-
tained.

Similar methods are used in GIZA++ (Och and Ney,2000) and other tools for statistical machine trans-
lation, though usually applying to word forms rather than lemmas, and with different statistics and

objectives.
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Once the blingual dictionary is in place, the algorithm for creating the bip sketch is as follows:

@
©)

®)
(4)
)

(6)

@)

the user inputs an L1 headword.
take the set of L1 collocates® from the L1 word sketch and translate them using the bilingual dic-
tionary.
take the top translation candidate for the L1 headword: call it the L2 headword
take the set of collocates from the word sketch of the L2 headword
perform an intersection between the translations-of-collocates from step 2 and the colloca-
tes-of-translation from step 4
for each item in the intersection,
« isthere at least one pair of aligned chunks in the parallel corpus where
- the L1 collocation occurs in the L1 chunk,and
- the L2 collocation occurs in the L2 chunk?
* ifyes
- present as a translation candidate for the L1 collocation,
- illustrate with the aligned chunk in the two languages
For L1 collocates with no translation candidates in the intersection, or where there were items in
the intersection but there were no instances of corresponding collocations in aligned chunks,

present the L1 collocate monolingually, without any candidate translations.

A bilingual sketch produced using this method, also showing the aligned chunks with both L1 and L2

collocations, is shown in Figure 2.

declaration i s wre=si

déclaration (eun) EUROPARLY, fr freq = 11508

arations  ecr

object_of

write 118 The American president 's current negotiator , Robert Zoellick , wrote the 1990 transatlantic declaration

écrite

té une declaration

¢ declarations of renunci
Ives from the house

sign 139

tative raprese
declaration

signer

signe

i a declaration of ssswrance for t

»ment Fund , although 1t did find cause for complaint

issue 9

Figure 2: Bip word sketch for declaration/déclaration.

1

Our terminology here is that a collocation comprises a headword and a collocate (in a specific grammatical
relation).
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The ‘intersection’ method follows Grefenstette (1999): to find translations for compositional colloca-
tions like English work group (into, e. g., French) he looked up work and group in an English-French dic-
tionary, where he found three translations for work, five for group. That gives 3 x 5 = 15 possible combi-
nations. He then checked to see which was commonest in a French corpus, and presented that as the
candidate translation. This core method is explored in much comparable corpus work (see Sharoff et
al 2013 for the state of the art).

Linguee? provides users with some similar functionality, with aligned bilingual concordance data to-

gether with the dictionary translations of the search and some matched pairs of collocations.

2.1 In Praise of EUROPARL

A central constraint on methods using parallel corpora is the quality, genre, size and availability of pa-
rallel data for each language pair. For the 22 official EU languages® and corresponding 253 language
pairs, we are fortunate: the EUROPARL corpora are large, contain professional quality translations,
and are of a text type - European parliamentary speeches - which, while far from perfect for gene-
ral-language lexicography, is far more general than the language of, for example, software manuals or
patient information leaflets, two other domains where parallel data is available in bulk. Moreover the
EUROPARL corpora have been prepared and made ready for language technology use (Koehn 2005).

We are currently only exploring parallel-corpus methods for EU language pairs, for this reason.

3 BICs

Bics are bilingual word sketches based on comparable corpora. They require a bilingual dictionary, as
well as two comparable corpora, as input. Our first attempts at bilingual word sketches took a compa-
rable-corpus approach, with dictionaries from publishers (Kilgarriff et al 2011). Our conclusion was
that this left us too dependent on dictionaries from publishers, which were highly variable in availa-
bility and licence terms, not to mention format, size, quality and lexicographic approach. The appro-
ach was unviable for extending to multiple language pairs.

Now that we can build bilingual dictionaries for all EU-language pairs, these dictionaries can be used
as free-standing resources for building bic sketches. The algorithm again uses the intersection me-
thod, and is as presented above for bips, except that step 6 is not available. Wherever an L2 headwo-
rd’s collocate is a translation of an L1 collocate, it is presented as a candidate translation, as shown in

Figure 3.

2 http://www.linguee.com
3 Excluding Irish: irish ahs a distinct status to the other 22 languages and there is far less data available.
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d eC la rat i 0 n (noun)  British National Corpus freq = 2297

déClaration (noun)  French web corpus freq = 7234

use another candidate translation: déclarations écrites eécrite Déclarations

modifier
3 26 EErpt s dependence had been 3 undaters deciaration by Britam | and the feseratunt wpsied wore 13 Jechme 3 1Uwmg 17e 0 The falatiens Detween
unitatera 26 W
i 5 Do phas , ¥ prévend seair e droit de procider b une Siclhratin undutirae & indipemdance viaet b créers un ETat &u Quidec 1iparé
unilatera
PR 82 At the rest 10000 than of Course | B0d | Iupect and perhaps | krow Tt sverydedy 1 the house weukd srge Sion Fem ar 89 conider very
]o] n Jeruy 3 pe P 16 B it dectar stion
\ AVEC LY ERTS LIS T L CARADA L Concel oUrapénn 3 §14 Wi rmd de F 4ot dus dhcumions bved s JN6ITTES md ot of Canadiannes
conjoint 9 e 2 ComjeAd S s felbtirs pvmc ey EXDEs Ui 91 St 0 Conmd e
Dont e ddcaration commune , S5 0t #xprimé Seur refes de teute rdt e MespITANEre o1 de Soute b5 sur 1 Sané * sans GEDM1 " avec s DAY TeR Y
commun 19,
Soverelgnty 4 \\\\\ Wty decharstions W Ut 131e and Bree tuso
indépendance O 12 didoraten umivrsele da 170 tars e pramier axempl & e marol aatament ndie o o Rasen homats
3 ¥ 7 Itiated ; teptambar 1984 The (v BTN seint Deciar ation cortawad detated Miurances o0 the fiture of Heng Kemg | w1t (hind guas Mteerg the
SINO-Dritis Cantimiatian of the a7 rary § Capmatit ecanimy and Nt St 59 Taars afar 1997 {1ee 55 1045546 1
. . berm and 3 s at s the feal ( featurmg o e 197 ikt o
HElSInk] 8 Ot ioidgede huw abncn it el phe il deptbisodi T £

Figure 3: Bic word sketch for declaration/déclaration.

4 BIMs

Bims are bilingual word sketches based on manual selection of headwords. In this approach the user
chooses the two words, usually translation equivalents from two different languages, whose word sket-
ches they want to compare, and the corpora to be used. The two word sketches are spliced together.
This takes forward something that bilingual lexicographers have been doing since word sketches were
first developed: opening two browser windows side by side, with one word sketch in each.

A bilingual sketch for English brown and Portuguese marrom is shown in Figure 4.

m a rro m ptTenTen11 freq = 14585 (4.5 per million)

bl’OWl’l-] enTenTen12 freq = 374425 (28.9 per million)

marcom ADy 1998 0.4 — zzg 90_':8 martom_apy 1261 03
coloracao 340 7.49 Sout 3425 8.2 manchar 6 2.43
ani 74 gugar 1161 8.21 || ™ L
corrimento 58 6.92|,.ar 2754 7.11 liquidar 9 1.89
linhaca 48 6.9 14175 7.02 predominar 6 0.99
borra 42 6.55 eye 17361 6.78 T

aranha 100 6.35 dwart 830 6.68 _Lmarrom ADJ 942 11
lapis 87 568 e 842 6.47 | | bege 62 7.85
ol 153 5.59 pelican 545 6.23 || caqui 9 7.54
ST 12 5.58 envelope 918 6.08 | | avermelhado 6 5.09
percevejo 14 5.4 leathar 1733 6.04 | | roxo 20 4.88
terno 51 5.28 spot 4512 5.9 | | cinza 64 4.83

Figure 4: Bim word sketch for marrom/brown.
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4.1 Alignment of grammatical relations

The lexicographer would like to see collocations and their translation equivalents aligned. This is pos-
sible to some extent,and is attempted in bip and bic sketches, but is difficult and error-prone. Also the
lexicographer would often like more control, and finds it straightforward to match, eg, brown leather
and couro marrom where they are in columns next to each other. So in bim sketches we set ourselves
the more limited ambition of matching up columns, so that collocates for corresponding grammati-
cal relations are shown next to each other. (In word sketches, ‘grammatical relations’ or ‘gramrels’ are
the relations such as object, object_of, modifier that are specified in the sketch grammar and are showed
at the heads of the columns in a word sketch.)

Where the gramrels have the same names for two languages, this is trivial: we simply show same-na-
me gramrels next to each other. However sketch grammars for different languages are usually prepa-
red independently of each other; the grammar of different languages is different, underlying part-of-
speech taggers may use different conceptualisations and word classes; and gramrels will often be
given names in the language that the word sketch is for: the French equivalent of object_of is called
objet_de. So matching gramrels with identical names is not the standard case. We need a mapping
between the gramrels of the two languages.

A mapping for each set of names to some ‘master’ set is preferable to a different mapping for each
pair. In our current setting, we use the English names as the master. Both 1:1 and m:n mappings are
possible.

The mappings are defined in the sketch grammar using a newly introduced processing directive
*UNIMAP. The following definition from a French sketch grammar

*DUAL

=objet/objet_de

*UNIMAP object/object_of

says that objet should be joined with object and objet_de should be joined with object_of (or the gramrels

paired with English object and object_of in other languages). The algorithm for finding a target langua-

ge (TL) gramrel to display next to a source language gramrel X is:

o if there is one or more TL gramrel with a UNIMAP value matching the UNIMAP value of X, select
that one/them

e else if there is a TL gramrel of the same name, select that one

 else,nothing is aligned with X.

Left-over, unaligned TL gramrels are shown after SL and aligned gramrels.
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4.2 An inline form for finding missing items

For a user, some matching pairs are immediately evident from the bim sketch (brown leather, couro mar-
rom) but others are not. We do not find anything equivalent to brown rice on the Portuguese side of Fi-
gure 5.The user then wants to know “how do you say brown rice in Portuguese?” To meet this need, a
new function has been added: the user may click on rice to reveal a text-input box where they can in-
put the missing target-language equivalent (here, arroz). A new bim word sketch appears, as illustra-
ted in the same Figure 5. This feature helps the user find the missing translation: here, arroz integ-

ral for brown rice.

marrom ptTenTenll freq = 14585 (4.5 per million) rlce EenﬁTL:endTenlz freq= 268089 (20.7 per million)

brown enTenTenl2 freq = 374425 (28.9 per million) AlTOZ ptTenTen11 freq = 86646 (26.7 per million)
N mod 7003 04 |modiies 223516 0.3 modifier 100314 0.1 |rice N modADJ
mirom ADS rice 13109 9.28 13071 953 | parboilizado
coloragao 340 749 fried 3480 9.31 | cozido
ana 71 74| temmafaroz | e
= ‘ basmati 1592 B.98 | carolino
corrimento 58 692 | | Query | se——Z sticky 1651 B8.06
linhaca 48 63| yrout 3425 B.26 glutinous 739 7.88 | arboreo
borra 42 655 gugar 11161 8.21 pasta 1590 7.44 | doce
aranha 100 635 pear 2754 7.11 jasmine 647 7.42 | polido

Figure 5: “Finding the missing translation” functionality.

5 Observations

Bics, bips and bims were developed in 2013.* In the course of presenting and beginning to use them,

we made several observations:

» The bilingual dictionaries created from EUROPARL were of good quality. Most of the time, the top
candidate translation was valid.

e For most collocations on the L1 word sketch, we did not find any strong candidates for L2 translati-
on equivalents. The declaration examples above were selected because, there, the algorithm did find
a translation candidate for many of the L1 collocations. More often, there were very few transla-
tions offered. This affected both bics and bips.

» Bims often worked well, but the access method did not: users were required to select, first, the L2;
then, the L2 corpus from which the L2 word sketch should be drawn, and then, the L2 lemma. Un-

less they made all the right choices, they were going to be disappointed.

4  Theywere presented at the e-Lexicography conference in Tallinn in October 2013.
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6 The translate button

Most users just want to select the target language,and do not want to think about ‘which corpus’. The
system developers are the people who know which corpus has the best word sketches for a language,
so they should make that choice.

Many users would also rather not have to think of, and input, the L2 lemma. For all EU language pairs,
the EUROPARL dictionary offers candidate translations, so here again, more can be done by the sys-
tem leaving less work for the user. The user can be offered a BIM sketch in which the 1.2 word is the
top candidate from the EUROPARL bilingual dictionary (with second and other candidates also offe-
red.)

With these choices made, we can add a ‘translate’ button to the word sketch. The ‘translate’ button
gives the user a choice of languages. The languages that the user can choose between are all of those
where there is:

 abilingual dictionary between L1 and the language

 high-quality word sketches for the language

 asat April 2014, there are twenty such languages

* a UNIMAP mapping

Then,when the user has selected the L2, they see the bilingual sketch directly,as in Figures 1 and 6:

amor gx’}iﬂemo freq= i
q = 634049 (206.1 per million)
L|ebe (noun) deTenTenlO freq= 294973 (103.7 per million)
n_modifier 3.656 0.6 | modifier 281,129 05 preN V 120341 20 rbY+! L. 24736 05
sponsale 129 9.84 | wahr 2537 6.76 || giurare 430 6.71 | gestehen 750 7.54
lesbico 116 9.39 | bedingungsios 583 5.93 || dichiarare 1080 6.7 |erwidern 139 61
oblativo 41 B.46 | ewig 870 5.86 | [ donare 573 6.66 | besingen 48 538
karmico 34 8.0 dein 3017 571 || chiamare 1754 662 |entdecken 836 5.03
leopardiano 20 7.15 | unertiiit 465 5.7||Un 1160 6.49 | beteuern 43 487
lesbo 16 6.7 | unglicklich 539 569 (| cantare 601 6.49 | schworen 59 445
lesbici 10 6.29 | innig 468 565 | | nascere 1388 6.29 | schenken 194 427
fato 31 6.21 | verboten 490 558 || provare 901 6.27 | entgegenbringen 24 422
anoressico 9 587 | romantisch 552 545 || vivere 1643 6.21 | wiinschen 634 422
cannibale 13 585 | heimlich 476 54 || confessare 311 6.18 | symbolisieren 45 414
conta 23 5.7 |groB 12073 538 || ricambiare 277 6.13 | empfinden 200 412
cinefilo 9 5.18 | leidenschaftlich 423 535 || shocciare 260 6.08 | predigen 38 409
court 12 505 | viel 6631 533 || trasmettere 584 6.05 | griBen 85 4.08

Figure 6: Bilingual word sketch for amore/Liebe.

The functionality is currently available for all combinations of English, French, German, Italian and

Spanish.
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7 Current and future work

¢ Aligning collocates within BIMs
A feature of bics and bips that bims were lacking, was the alignment of translation-equivalent col-
locations. Although, often, no alignments were found, where an alignment was found, it was usu-
ally valid and helpful. So, we can further enrich bim-style sketches, by re-ordering the collocates
in the L2 word sketch table so that matched L1, L2 pairs are next to each other.

This is currently in progress.

¢ More languages
For monolingual or bilingual word sketches to work well, there are a number of prerequisites; first
a very large corpus, then processing tools including a tokeniser, lemmatiser, part-of-speech tagger
and sketch grammar. All components are currently in place for all major world languages, all EU
languages, and a number of others; languages where we intend to get all components working well
in the near future include Icelandic, Malay, Bahasa Indonesia and Burmese.®

¢ More bilingual dictionaries and language pairs
We are looking into parallel resources for other language pairs including English and the non-EU
major world languages, in particular Arabic-English, Chinese-English, Japanese-English, Russian-
English.

¢ Evaluating EUROPARL-based bilingual dictionaries
For Czech-English we are currently assessing our induced dictionary by comparison with a publis-
her’s dictionary. We shall also compare the Dice algorithm with the Giza++ algorithm for dictio-

nary induction. We shall then extend the evaluation to other language pairs.
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