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Abstract. In this paper we present an extension of the current distribu-
tional thesaurus as available in the Sketch Engine corpus management
system towards multi-word units. We explain how multi-word sketches are
used to generate multi-word unit candidates, thus preserving access to the
underlying corpus texts. Finally we present sample results on the British
National Corpus and discuss future development as well as difficulties in
evaluation.
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1 Introduction

This paper elaborates on a new development implement in Sketch Engine,
a leading corpus management system [3], focusing on making a distributional
thesaurus for multi-word units available. Since 2006 Sketch Engine features
thesaurus for single-word units, calculated using the information obtained from
Sketch Engine’s word sketches [6]. In 2012, a extension to the word sketch
concept has been introduced towards handling multi-word sketches [4]. Since
then, the single-word thesaurus basically waited to catch up the multi-word
development, so here it is, finally.

In this paper we first describe Sketch Engine, introduce the concept of
word sketches and the relation of word sketches to the computation of the
distributional thesaurus. We continue by explaining how multi-word sketches
are calculated and how they are used to derive a multi-word sketch thesaurus.
We conclude by showing preliminary results in the British National Corpus.

2 Sketch Engine

Sketch Engine is a leading text corpus management system which as of 2019
includes several hundreds of preloaded corpora, monolingual as well as parallel
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ones, available to its users, who can also create their own corpora, have them
annotated (part-of-speech tagged, lemmatized etc.) and contrast them against
the preloaded ones. The preloaded corpora typically come from the web and
are very large. In 2010, Sketch Engine started the so-called TenTen series of
web corpora [1], aiming at building a corpus of ten billion words (1010, thus
“TenTen”) for as many languages as possible.

Targeting ten billion words was not a random choice: by 2010 we had a corpus
of that size for English and it clearly showed that it allows many of the Sketch
Engine features that work well with a one billion word corpus and single-word
units, to work well also on multi-word units. Also, given the Zipfian distribution
observed in natural language, it was clear that making the corpora bigger is
the only possible way that would allow us to research further on the issues of
multi-word expressions.

3 Word sketches

A word sketch is a short summary of a word’s collocational behaviour from the
perspective of individual grammatical relations (noun’s modifier, verb’s subject
etc.), as can be seen from the example given in Figure 1.

Fig. 1: An example of a word sketch for the English noun account.

Each word sketch item is a triple consisting of the headword, the grammatical
relation and the collocate. As such a word sketch is basically a dependency
syntax graph, calculated using a hybrid rule-based and statistical approach. The
backbone word for computing word sketches represents a hand-written word
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sketch grammar, which selects collocation candidates using the corpus query
language (CQL, [2]).

A sketch grammar typically makes heavy use of regular expressions over
morphological annotation of the corpus to select syntactically viable collocation
candidates. These candidates are subsequently subject to statistical scoring using
a word association score. LogDice is used as the association metric in Sketch
Engine as it was proven to be scalable across corpora of different sizes and
produces scores comparable across corpora too [5].

In [4], an extension to the word sketch formalism has been presented
which allowed the users to obtain a word sketch for multi-word units. That
development took a very flexible approach towards multi-word expressions:
any two or more words interlinked with word sketch relation formed a multi-
word expression for which word sketches were calculated. This method has
one strong advantage, namely that it accounted well for discontinuous multi-
word expressions (because word sketch relations may catch rather long distance
dependencies) and one obvious disadvantage that the words hat to be linked in
the sketch grammar, therefore less developed sketch grammars did not provide
so many multi-word expressions.

Fig. 2: An example of the thesaurus for the English noun test.

4 Thesaurus

On top of the word sketches a distributional thesaurus has been part of Sketch
Engine since 2006, facilitating an efficient algorithm which was tracktable
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on multi-billion word corpora [6]. The thesaurus is using word sketches for
computing the similarity score: it basically compares word sketch collocations
for every pair of words in the corpus and the similarity relates to the fraction of
shared collocates between these two words, taking the collocation weights as
given by logDice into account.1 A thesaurus screenshot can be found in Figure 2.

The new multi-word extension of the thesaurus uses the multi-word sketches
as its backbone. The calculation starts by dumping the whole word sketch
database and discovering multi-word sketches (i.e. two and more words
connected with a word sketch relation) with a minimum frequency of 100 (less
frequent items are unlikely to have any salient thesaurus items). These items
form a new multi-word thesaurus lexicon in addition to single-word items, and
are subject to the normal thesaurus calculation. In Figure 1 we show a sample
multi-word entry obtained from the (by current measures, rather small) British
National Corpus [7].

Table 1: Thesaurus items for the phrase “kohl helmut chancellor” on the BNC.
score frequency item

1.00 755 kohl chancellor helmut
0.88 1790 kohl helmut
0.75 7307 kohl chancellor
0.34 606 kohl
0.20 140 mitterrand president
0.18 536 chancellor kohl
0.17 340 bush president us
0.17 153 bush us president
0.17 20 re-unification
0.17 116 bush us
0.16 370 bush george president
0.16 283 bush president george
0.16 116 clinton president

5 Conclusions and Future Work

In this paper we have presented an extension allowing the Sketch Engine’s
thesaurus to be applied to multi-words. The biggest advantage of the approach
is that (by relying on the multi-word sketches), it makes very few assumptions

1 See https://www.sketchengine.eu/documentation/statistics-used-in-sketch-
engine/ for an exact formula.
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on the form of the multi-word expressions: any two or more words are allowed
as long as they are connected through a sketch grammar relation.

The results immediately indicate further space for improvement: as of now
the order of the words in the multi-word expression matters, thus “kohl helmut
chancellor” is different (but most similar) to “kohl chancellor helmut”, which
is not very user-friendly. For production use the phrases will be handled
disregarding the word order. The most challenging aspect of the thesaurus
development is its evaluation though, whether it concerns single-words or
multi-words. Assessing word’s similarity is a very difficult task for humans and
therefore it is very difficult to obtain reliable evaluation datasets feature high
inter-annotator agreement. Nevertheless this is a topic that we want to focus on
in the future.
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2. Jakubíček, M., Rychlý, P., Kilgarriff, A., McCarthy, D.: Fast syntactic searching in very
large corpora for many languages. In: PACLIC 24 Proceedings of the 24th Pacific Asia
Conference on Language, Information and Computation. pp. 741–747. Tokyo (2010)

3. Kilgarriff, A., Baisa, V., Bušta, J., Jakubíček, M., Kovář, V., Michelfeit, J., Rychlý,
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