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Abstract. For many languages there are no large, general-language corpora available. Until the web, all but   the 

richest institutions could do little but shake their heads in dismay as corpus-building was long, slow and 

expensive. But with the advent of the Web it can be highly automated and thereby fast and inexpensive. In this 

demo we describe the ‘corpus factory’ method we use for collecting large web corpora for Indian and other 

languages.  We have recently collected corpora for Hindi, Telugu, Kannada, Urdu, Gujarati, Tamil, Malayalam 

and Bengali. We also describe the Sketch Engine, a corpus tool that offer lots of language analysis function, and 

CQL, the advanced query language used by this system. 
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1   Introduction 

For the major world languages, large corpora are publicly available. But for most other languages, they are not, 

especially for Indian Languages. Corpus collection used to be long, slow and expensive - but then came the internet: 

texts, in vast number, are now available by mouse-click. The prospects of web as corpus were first explored in the 

late 1990s by Resnik (1999) and early 2000s by Jones and Ghani (2000). Grefenstette and Nioche (2000) showed 

just how much data was available. Kilgarriff and Grefenstette (2003) present an overview of work up to that date, 

including Keller and Lapata (2003) which establishes the validity of web corpora by comparing models of human 

response times for collocations drawn from web frequencies with models drawn from traditional corpus frequencies, 

and showing that they compared well. Sharoff (2006) has prepared web corpora, typically of around 100 million 

words, for ten major world languages, primarily for use in teaching translation. Here we collected large corpora for 

many Indian languages with the process described by Kilgarriff and Reddy (2010). The corpus thus collected is 

loaded into the Sketch Engine, a tool that offers a number of language-analysis functions. It accepts advanced 

queries in CQL format (Christ 1994) which great flexibility. 

2   Corpus Collection of Indian Languages Brief Description 

Our method described by Kilgarriff and Reddy (2010), piggybacks on the work of the commercial search engines 

(Google, Bing) and is based on the BootCaT method (Baroni and Bernardini, 2004). Search engines crawl and index 

the Web, identify text-rich pages and address character-encoding issues (though they do this with mixed success, as 

we see below).  

 

Steps involved in corpora collection are 

 
1. Gather a `seed word' list of several hundred midfrequency words of 

the language 

2. Repeat several thousand times (until the corpus is large enough): 
a. Randomly select three (typically) of these words to create a 

query 

b. Send the query to a commercial search engine (we have used 
Google, Yahoo and Bing) which returns a 'search hits' page. 

c. Retrieve pages identified in the search hits page. Store them. 
3. Clean the text, to remove navigation bars, advertisements and other 

recurring material 



4. Remove duplicates 
5. Tokenise, and, where tools are available, lemmatise and POS tag 
6. Load into a corpus query tool. 

For each language, we need seed words to start the process. Wikipedia (Wiki) is a huge knowledge resource built by 

collective effort with articles from many domains. The whole dataset can be downloaded. These are used as seed 

words. For each language, a Wiki corpus is extracted from a Wiki dump of the language (a Wiki dump is a single 

large XML file containing all the articles of the Wikipedia). We used a slightly modified version of the 

Wikipedia2Text tool1 to extract plain text. These text files are tokenized to get frequency lists. The first 1000 words 

are used as stop words and the next 5000, as seed words. (We make use of stop words in cleaning: we reject texts 

where less than 25% of tokens are stop words.)  The seed words are used to make queries to search engines.  We use 

tuples of seed words, typcially 3, 4, or 5: we slect the tuple size to optimise the process acocridn ghte web size for 

the language.   We exploit some features of search engines such as the ability to specify language in queries. This is 

useful where languages share script and vocabuary. 

Table 1.   Indian languages currently available (December 2010).  

Language No of Tokens 

Hindi 

Telugu 

31,355,212 

  4,697,932 

Malayalam 21,193,984 

Kannada 12,764,312 

Bengali 13,719,158 

Urdu 

Gujarati 

Tamil 

16,845,136 

22,201,247 

32,861,569 

2.1 Reasons for small size compared to other languages with fewer speakers 

For European and East Asian languages, similar methods have readily provided corpora of over 100m words.  For 

Indian languages, we have noted that the web is relatively small given the number of speakers. We suspect this is 

because the dominant language of education in India is English, coupled with the confusing variety of encodings 

which are possible for Indian languages: most Indian web users know enough English to use the web in English, and 

find this easier, as they will not miss pages in the wrong encoding. (For the same reasons, web authors often choose 

to write in English.) As web use penetrates further, and as encodings standards are more widely adopted, we would 

expect this to change over the next few years.  

 

For example, for Hindi, we found 31m words but could not find appreciably more. It turns out that there are nine 

different encodings in use apart from UTF-8. We prepared queries in all nine encodings and then used them to 

collect corpora, but there was no significant improvement in corpus size.  This supports the idea that India’s 

dominant languages on the web is English.              

 

Other problems we faced are for languages that share script (Devanagari) and some vocabulary set with Hindi, like 

Marathi and Nepali.  If we use search engine language filters we find very few documents.  Without the language 

filter we get far more documents but can no longer be sure whether they belong to that language or Hindi. Punjabi 

can be written in three scripts: Gurumuki, Shanmuki and Devanagari. The Wikipedia dataset is in Gurmuki but there 

is not much data on the web for this script. So, for a variety of reasons, corpora are small than those for languages 

from other parts of world. 

                                                           
1 http://evanjones.ca/software/wikipedia2text.html 

 

http://evanjones.ca/software/wikipedia2text.html


3 Sketch Engine Demo and functions 

Once we have created a corpus, we load it into the Sketch Engine corpus query system (Kilgarriff et al 2004) and 

make it available through the web service at http://www.sketchengine.co.uk.  (Sign up for a free trial; all the 

corpora listed above, and more as the months proceed, will be available for you to explore.) 

 
The Sketch Engine is a web-based Corpus Query System, which takes as its input a corpus of any language with an 

appropriate level of linguistic mark-up and offers a number of language-analysis functions like Concordance, word 

sketches, distributional thesaurus and sketch difference. We need lemmatised and POS tagged corpus, along with 

grammatical relations for exploiting the whole functionality of Sketch Engine for a given language. Without these 

tools (which have not yet been applied for Indian languages) we still have concordances, and functionality such as 

frequency lists and collocate lists. For demo purpose of other functionality we will use English. 

 

A concordance is a display of all occurrences from the corpus for a given query. This system accepts simple queries 

as well as complex queries in CQL.   

 

 

 
 
Fig. 1. Concordance for the English lemma haunt. 
 

http://www.sketchengine.co.uk/


 

 

A Word Sketch is a corpus-based summary of a word's grammatical and collocational behaviour. 

 

 

 
 

Fig. 2. Each column show the words that typically combine with challenge in a particular grammatical relation (or "gramrel"). 

Thus "object_of" lists - in order of statistical significance rather than raw frequency - the verbs that most typically occupy the 

verb slot in cases where challenge is the object of a verb.  
 

On the basis of this data the Sketch Engine generates a "distributional thesaurus". A distributional thesaurus is an 

automatically produced "thesaurus" which finds words that tend to occur in similar contexts, with the same 

collocates, as the target word.  

 

A ‘Sketch Difference’ is a neat way of comparing two similar words: it shows those patterns and combinations that 

the two items have in common, and also those patterns and combinations that are more typical of, or unique to, one 

word rather than the other. 

 



 
 
Fig. 3. Suppose you want to compare clever and intelligent. In the thesaurus entry for clever, intelligent comes top of the list: it 

is statistically the most similar word in terms of shared contexts of occurrence. Click on intelligent and you are taken to a new 

screen which shows both of their collocates, colour-coded to show whether they occur more only with intelligent (strong red), 

more with intelligent (pale red), equally with both (neutral), more with clever (pale green) or only with clever (strong green).  

4. Introduction to CQL 

Corpus Query Language (CQL) was developed at the Corpora and Lexicons group, IMS, University of Stuttgart in 

the early 1990s (Christ 1994). The underlying representation for the corpus is as a sequence of tokens – words or 

punctuation – and each token can have a number of attributes associated with it, typically ‘word’ (the word as it 

appears in the text), ‘lemma’ (its lemma), and ‘tag’ (its part-of-speech tag).  The input formalism for the Sketch 

Engine makes this clear: sometimes called ‘vertical’ text, it has one token on each line, with the attributes associated 

with the token on the same line, separated by tabs, thus: 

 
The the DT 

Boys boy NNS 

Are be VBP 

Comingcome VVG 

. . SENT 

 



In CQL a simple query is an ‘attribute expression’ with syntax [attribute=”query word”]. The usual attributes that 

Sketch Engine uses are for example [word="clever"], [tag="NN"]. A query can consists of a  regular 

expression over attribute expressions. For example [word="confus.*"].  
 

We often want a wild-card word: any single word, it doesn't matter which. We use the "match any token" 

operator [] (similar to the dot for "match any character" in regular expressions over strings).  The query  

     [word="confus.*"] [] [word="by"] 

finds all sequences of a word beginning with confus, followed by any word, followed by by. The match-any 

operator must not be the first expression in a query.   We search for exactly two words 

between confus.* and by with  
     [word="confus.*"] []{2} [word="by"] 

 

We can use part-of-speech tags to make grammatical queries, for example we can search for s sequence of an 

adjective, a noun, a conjunction and another noun with  

            [tag="JJ.*"] [tag="N.*"] [word="and|or"] [tag="N.*"] 

 

CQL is used to write a ‘Sketch Grammar’ for the language.  A Sketch Grammar defines a set of grammatical 

relations such as ‘subject’ ‘object’, ‘modifier’, and is the additional input required in order that the Sketch Engine 

can prepare word sketches, thesaurus and sketch differences. 
 

For a full introduction to CQL and Sketch Grammars see the Advanced User Manual in the Sketch Engine Help 

pages. 

6. Future Plans 

For the Indian languages where we already have corpora, the next step is to lemmatise and part-of-speech tag.  For a 

number of the languages, taggers developed under the Indian Government’s TDIL (Technology Development for 

Indian Languages) program are available and we plan to use those.  For other languages we shall explore further to 

seek out a lemmatiser and POS-tagger. 

 

Once the corpus is lemmatized and POS-tagged, the next stage is to write a Sketch Grammar.  For this we need an 

individual who is both a computational linguist and a native or near-native speaker of the language.  For Hindi and 

Telugu, we have this expertise within our team.  For the other languages we are currently looking for collaborators 

to work with us on assessing lemmatiser and POS-tagger output quality, and for Sketch Grammar development.  

 

We are developing corpora for Indian languages including Punjabi, Marathi and Nepali. For these languages, where 

Wikipedia doesn’t have enough data or where other problems were encountered, we need some base corpus for 

determining seed words. Once we find the resource we would be able to complement them with our ever improving 

Sketch Engine services to provide world class resources for Indian languages on a par with European and East Asian 

ones. 
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