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Sketch Engine for bilingual lexicography

Vojtěch Kovář, Vít Baisa and Miloš Jakubíček

Abstract

Sketch Engine is a leading corpus query and corpus management tool that has been used for
many  large  dictionary  projects.  The  paper  summarizes  its  features  supporting  bilingual
lexicography and the creation of bilingual learner’s dictionaries. Some of these features have
been added recently; some of them have been part of the software for a rather long time, but
they have been recently improved.

1. Background

Sketch Engine1 is a leading corpus querying and corpus management tool created by Adam
Kilgarriff (Kilgarriff et al. 2014). Since then, it has been used in many significant learners’
dictionary  projects  led  by  recognized  international  institutions,  including  e.g.  Oxford
University Press or Macmillan.

The system is  based on a specialized database engine Manatee (Rychlý,  2007) which
enables fast evaluation of queries over very large corpora. Sketch Engine imposes practically
no  limitations  on  corpus  size;  the  biggest  corpus  that  has  been  tested  in  practice  so  far
contained about  80 billion words.  It  comes with a  graphical  user  interface called Bonito,
which is web-based since version 2 (2004) – so the whole system is presented to the users as a
web application. 

In  2010, Sketch Engine introduced a corpus building and corpus management module
called Corpus Architect that enables straightforward creation of user corpora from the users’
own data, or from the web. All parts of the system are language independent.

A prominent feature of Sketch Engine is a so called word sketch – a one-page summary of
collocational behaviour of a particular word, statistically derived from the corpus data and
structured according to grammatical patterns in which they occur (also called  grammatical
relations, or simply relations). An example of a word sketch is shown in Figure 1. Apart from
this key feature the system offers:

• concordancer with rich query and view options

• compilation of various word and n-gram lists

• defining sub-corpora and working with them

• creating frequency distributions according to various criteria

• statistical thesaurus derived from the word sketch data

• visual difference between words, based on word sketch data

• algorithm for suggesting good dictionary examples (Rychlý et al. 2008)

• tickbox lexicography application for streamlining lexicography work (Kilgarriff
et al. 2010)

• over 400 preloaded corpora for more than 80 languages



Corpus building facilities incorporated into the Corpus Architect include:

• building corpora from users’ data in various formats

• building corpora from the web, using key words or lists of URLs

• various support functions for management and sharing corpora

• built-in  third  party  tools  for  tokenisation  and  morphological  tagging  of  user
corpora

Figure 1. An example of word sketch for ‘fire’

Originally,  the  system was  designed  only for  monolingual  corpora.  However,  in  due
course  the  need  arose  and  Sketch  Engine  was  subsequently  enhanced  with  features  for
bilingual  and multilingual  corpus data.  Also,  large volumes of the multilingual  data  have
become much more easily available in recent years, e.g. with Europarl, OPUS and EUR-LEX
(Baisa, 2016) public data sets, which make the bilingual features increasingly relevant.

Recently, the bilingual and multilingual features have been substantially improved – some
functions  were  newly  introduced,  others  were  substantially  extended.  This  paper  is  a
comprehensive description of the bilingual functions of Sketch Engine, many of which are
based  on  the  state-of-the-art  results  in  computational  linguistics.  We  believe  that  these



functions can be extremely useful in the process of creating bilingual learners’ dictionaries, as
well as in other types of bilingual or multilingual studies.

2. Glossary

In this section we explain several terms that may not be commonly known but are used in this
paper.

Parallel corpus (or a set of parallel corpora) is a bilingual or multilingual corpus where
the  monolingual  parts  are  aligned  to  each  other  using  some  small  text  units,  typically
sentences or paragraphs. In other words, the data contain information about which sentence(s)
in language 1 corresponds to which sentence(s) in language 2, etc. The alignment does not
have to be 1:1 and there may be untranslated segments.

Comparable corpora are not aligned to each other – they do not contain translations of
the same texts (at least it is not guaranteed and the eventual translations are not marked up in
the data).  However,  they are comparable in size and types of text contained – e.g.  a 100
million  corpus  of  British  newspapers  is  comparable  to  a  150  million  corpus  of  French
newspapers, even if the topics covered by the news are different in most cases.

Source  and  target  language –  for  us  the  distinction  between  the  source  and  target
language  is  rather  weak  compared  to  what  it  means  in  the  field  of  bilingual  learners’
dictionaries – source language is simply the language that we start from when formulating the
query to the system, and target language are the results from the other language, obtained in a
semi-automatic way. However, the direction itself mostly corresponds to the notions of source
and target languages as used in bilingual learners’ dictionaries.

3. Bilingual concordance

A bilingual concordance allows searching in aligned segments of parallel corpora according to
various conditions and displaying the results side by side.

3.1 Bilingual queries in corpus query language

Technically, a parallel corpus in Sketch Engine is a set of two or more monolingual corpora
that are only linked together by the meta-data (e.g. sentence identifiers). The corpus query
language (CQL, Jakubíček 2010) used in Sketch Engine2 contains an operator for binding the
two (or more) parts: the within operator. The syntax is:

<query1> within <corpus2>:<query2>

where <corpus2> is an identifier of the aligned corpus for the target language, and <query1>,
<query2> are any arbitrary CQL queries. For example, the following query on the German
part of the Europarl corpus:

[lemma="Katze"] within europarl7_en: [lemma="cat"]

returns all occurences of ‘Katze’ in the German part where the corresponding aligned segment
contains ‘cat’ – in most cases, this will mean ‘Katze’ translated as ‘cat’.

It is also possible to look for the complement, by the operator !within (‘not within’):

[lemma="Katze"] !within europarl7_en: [lemma="cat"]

This will find such occurences of ‘Katze’ where the corresponding aligned segment does not
contain ‘cat’ – in other words, cases where ‘Katze’ is not translated as ‘cat’.



By these operators, it is possible to join also 3 or even more corpora.

3.2 User-friendly interface

Writing such complex CQL queries is not user-friendly.  Therefore,  we have enhanced the
basic Sketch Engine concordance form by full query forms for each of the aligned parts of the
corpus, which enables users to query each part separately and then link them together (by
‘within’ or ‘not within’). There is an option not to input any query on the target language
part(s) – then we just show the aligned segments from the target language without constraints.
For this case, there is a check-box for filtering occurrences where the translation is not empty.
The form also contains a selection from the languages available, and the query form appears
only after selecting a language. The form is illustrated in Figure 2.

The resulting concordance is then displayed side by side, as illustrated in Figure 3. Users
can  switch  between  the  languages  and  perform various  concordance  operations  (such  as
filtering or sorting) on both parts of the concordance.

Figure 2. Parallel corpus concordance form – searching for English  ‘cat’ translated as
German ‘Katze’



Figure 3. English-German parallel concordance in Sketch Engine – ‘cat’ translated as
‘Katze’

4. Statistical translation dictionaries

Sentence  alignment  in  parallel  corpora  enables  us  to  compute  various  statistics  over  the
number  of  aligned  pairs,  and  to  quantify  the  probability  (or  other  metric)  that  word  X
translates to word Y, for each pair of words in the corpus. The procedure is similar to training
a  translation  model  in  statistical  machine  translation  (Och  and  Ney  2003).  Our
implementation uses the logDice association score (Rychlý 2008), the same measure that is
used in scoring collocational strength in word sketches, depending on:

• the frequency of co-occurrence of the two words (e.g. ‘Katze’ and ‘cat’) – the higher
this frequency, the higher the resulting score

• standalone frequencies of the two words – the higher these frequencies, the lower the
resulting score

By computing these scores for all word pairs across the corpus, we are able to list the
strongest ‘translation candidates’ for each word, according to the score. For our purposes, we
store the top 10 candidates for each word, as a statistical translation dictionary.

The procedure is computationally demanding (quadratic to the number of types) and we
exploit an algorithm for computing bi-grams to make it feasible even for very large corpora
which is part of the Manatee indexing system used in Sketch Engine.

4.1 Highlighting translation candidates

The  statistical  translation  dictionaries  enable  us  to  highlight  translation  candidates  in  the
parallel concordance, even if no query is explicitly given, as illustrated in Figure 4. If we find
any translation of the source word (lemma) in the target segment, we highlight the particular



target word. Of course, it is not 100% successful (the actual average accuracy is around 85%
and there are big differences between different language pairs), but it streamlines the process
of  going through the  concordance  results  significantly.  The function  can  be  also roughly
described as ‘show me what X might translate as’.

Figure 4. English-German parallel concordance with highlighted candidate translations
in the target language – ‘cat’ without given translation (the highlights are automatic)

5. Bilingual word sketch

We have been experimenting with bilingual word sketches for quite a long time – mainly
because it has not been clear how they should work, and especially, what the users need to
see.  Several  variants  of  the  bilingual  word  sketch  have  emerged from these  experiments
(Kilgarriff 2013), all of which are currently operational, and we describe them in the rest of
this  section.  We start  with the  simple  variants  and proceed with  the  more  complex ones
(although this was not the chronology in which the features were developed).

Unlike the parallel concordances, most features of bilingual word sketches are available
for parallel as well as comparable corpora.



5.1 Bilingual word sketch with aligned relations

When there was no bilingual word sketch feature, some people used two browser windows
with word sketches, for two different languages, with two words that were translations of each
other, to analyse the mutual relations between the words.

The  simplest  version  of  a  bilingual  word  sketch  allows  users  to  do  this  within  one
window: in the word sketch form, there are new input boxes for target language, target corpus,
and the word in the target language. Any target corpus in any language can be selected. The
result is a merged word sketch for the two words in different languages – distinguished by
colour – with  compatible relations placed next to each other, as in Figure 5. We explain in
Section 5.3 what exactly we mean by compatible relations.

This type of bilingual word sketch is referred to as bilingual manual (BIM) word sketch
in older Sketch Engine materials.

5.2 Translate button

With the automatic statistical dictionary derived from a parallel corpus, we do not need users
to input the translation in the target language, but have 10 good candidate translations stored
in the dictionary. We can also pre-set the most suitable corpus for each target language. For
parallel  corpora,  it  would  be  the  parallel  part  in  the  particular  language;  for  non-parallel
corpora, we can select the best fitting comparable corpus.

This leads us to a more sophisticated variant of a bilingual word sketch – a ‘translate
button’.  When  a  user  creates  an  ordinary  monolingual  word  sketch,  we  offer  them  to
‘translate’ the word sketch into one of the available languages – see the highlighted menu in
the left panel in Figure 5.

The function finds the best translation in our statistical dictionary and shows the bilingual
word sketch with this word, using the pre-configured parallel or comparable corpus. In case
this choice is not correct, or the user is interested in a different translation equivalent, we offer
them links  to the bilingual  word sketch for the other  candidate  translations stored in  our
dictionary.

5.3 Compatible relations

We mentioned (in Section 5.1) the alignment of  compatible relations in the user interface;
how do we decide whether two particular relations are compatible?

This is not an easy question. We cannot expect that all collocations from one relation will
translate only to collocations in one particular relation in the target language,  as different
things are expressed by different means in different languages. On the other hand, most of the
collocations from a certain relation are often translated using a single equivalent relation in
the target language. Our solution is as follows:

• If the relations have identical names, they are aligned to each other (e.g. ‘modifier’
will be very similar across many languages).

• We  have  implemented  an  option  for  mapping  relations  to  their  English  (near)
equivalents – a directive in the word sketch grammar called *UNIMAP. Using this
directive,  some  relations  can  be  manually  marked  compatible  with  some  English
relations. Compatible relations for two languages other than English are then those
that are compatible with the same English relation.



Still, it remains a problem. In some cases, the number of aligned relations is small due to
principal inconsistencies between the sketch grammars. Generally, the sketch grammars for
different languages are rather heterogeneous – they were historically developed by people
across the world from very different linguistic environments, and assigning equivalents to a
large part  of  the relations  is  simply not  possible.  In the future,  we want  to  invest  in  the
development  of  compatible  sketch  grammars  (similar  to  the  grammars  created  by Benko
(2014) but with more linguistically descriptive relations) that will contain more compatible
relations. The alignment – and therefore the whole bilingual word sketch application – will
thus be improved.

Figure 5. English-French bilingual  word sketch with aligned relations – ‘declaration’
translated as ‘déclaration’

5.4 Reciprocal bilingual word sketch

When viewing a bilingual word sketch with aligned relations, it is quite typical that some of
the collocations are translated by target language words present on the page (mostly within
the aligned relation) and some are not – not because of a mistake but because the collocation
is  expressed  by  a  different  word  in  the  target  language.  In  that  case,  users  need  a
straightforward way to go to the word sketch of the particular problematic collocate.

For example, when viewing an English-Portuguese word sketch for brown and marrom,
there  will  probably  be  rice on  the  English  side,  in  the  ‘modifies’ relation,  without  an
equivalent on the Portuguese side. A small gadget in the interface enables the user to click on
rice,  input a Portuguese translation  arrozand get to the bilingual word sketch of  rice and
arroz,  which will  reveal  that  brown rice is  an equivalent  of  arroz integral (i.e.  no direct
equivalent of brown is used at all). An illustration of this function is in Figure 6.



Figure 6. Illustration of reciprocal bilingual word sketch – from ‘brown rice’, we can
easily get to ‘arroz integral’, although ‘brown’ is not a probable translation of ‘integral’

5.5 Bilingual word sketch with aligned collocations

The automatic statistical dictionary can be used not only for translating the headword but also
for translating the collocations. By doing so, we can shift the automatic analysis yet a bit
further – the user does not have to search for target language translations; the system will
search them itself (in the easy cases).

We align the collocates across grammatical relations, because the correct translation does
not  have  to  be  within  the  same  relation;  we  also  provide  one  example  for  each  of  the
collocations in both source and target languages.

This feature is available for parallel as well as for comparable corpora. In case of parallel
corpora,  we show only examples  that  are  aligned to  each other,  and we hide collocation
translations that have no such example, even if they are present in the data. The feature is
available under the ‘translated collocations’ link visible in Figure 5. The resulting bilingual
word sketch with translated collocations is then illustrated in Figure 7.



Figure 7. English-French bilingual word sketch with aligned collocations – ‘declaration’
translated as ‘déclaration’

6. Bilingual terminology extraction

This section describes how Sketch Engine automatically extracts translation candidates for
terms  from  a  specialized  parallel  corpus.  The  feature  can  be  used  straightforwardly  for
compiling a list of entries for a specialized bilingual dictionary and for automatic drafting of
translation candidates.

6.1 Terminology from a monolingual corpus

Sketch Engine has a method for automatic extraction of term candidates from a specialized
corpus (Kilgarriff et al. 2014). In short, it uses queries in corpus query language to describe
what a term may look like (using particular words and morphological tagging – mostly, term
candidates are particular types of noun phrases). Candidates gained by this process are further
evaluated using a score expressing how special the word is for the particular text type, in
comparison with a general corpus (Kilgarriff 2009). The basic formula is

score = (freq_per_million + 1) / (ref_freq_per_million + 1)

where  freq_per_million is per-million relative frequency of the candidate in the specialized
corpus,  and  ref_freq_per_million is  the same frequency in a  general  corpus of the given



language. The candidates are then sorted according to this score: the higher the score, the
more specialized the term is in the particular domain.

6.2 Alignment of terms

The process of drafting the statistical dictionary described in Section 4 can be extended to
work  with  term  candidates  instead  of  words.  For  each  sentence,  we  look  at  the  term
candidates extracted from it, and for each pair of term candidates T1 and T2, we compute
their co-occurrence score in the same way as described in Section 4.

The results can be sorted either by their association score (so that most salient translation
candidates appear at the top), or by their term score in the source language (so that the most
specific terms for the particular domain are on the top). A sample output is shown in Figure 8.

Figure 8. An example of the bilingual terminology extraction feature – a parallel corpus
of UNICEF texts

7. User parallel corpora from TMX

Although  there  had  been  some  support  for  creating  user  parallel  corpora  before,  it  was
technically quite a complicated process: users needed to prepare two corpora with special
meta-data marking the alignment, so the alignment needed to be exactly 1:1 (any mistake
would break the whole alignment) and they needed to link the two corpora together using
complicated settings in the corpus configuration file.3 Therefore, the support for parallel user
corpora was not really useful for most users.



Within the corpus building component of Sketch Engine, the so-called Corpus Architect,
we have significantly streamlined the process,  allowing to create all  the components of a
parallel corpus at once, from one file, with a few clicks. The file format is TMX (Translation
Memory eXchange format)4 and it is used on a daily basis by translators and systems for
computer-aided translations. There are a lot of datasets (in fact, parallel corpora) stored in the
TMX format,  or  easily  convertible  to  it,  but  a  large  part  are  under  intellectual  property
protection (for instance, when translation companies do not want to share their private data
with the public). This new feature makes possible very easy conversion of the TMX files to a
parallel corpus, which enables all the previously described functions instantly, e.g. specialized
word sketch using the particular data, or terminology extraction, including drafting translation
candidates for future translations from the same domain. When the data are proprietary, at
least its owner can benefit from the functionality (user corpora in Sketch Engine are private,
unless shared by their owner).

Technically it works in the following way: the system parses the TMX file according to
specifications, finds the aligned segments, splits them into two (or more) aligned corpora and
creates the 1:1 alignment at the same time.

8. M:N alignment

Last but not least, unlike before, Sketch Engine (in particular the Manatee library) supports
alignments of parallel corpora that are not strictly 1:1, so it is possible to express that ‘these
three sentences are translated as this one sentence’ without having additional 1:1 alignment
meta-data.  This is  especially useful for multilingual parallel  data where the granularity of
alignment between one pair of languages is different from the granularity of another pair, so
creating a 1:1 helper alignment meta-data is not even possible. Also, it allows including non-
translated segments (i.e. any of M, N can be 0).

However, setting up such a parallel corpus is still technically rather complicated: users
have to create a mapping file using sentence identifiers and link this file in the configuration.3

Therefore, this machinery is used for preloaded corpora in Sketch Engine rather than for user
corpora (although that  is  also possible).  On the other  hand,  a  typical  use case for  a  user
parallel corpus is a bilingual (rather than multilingual) corpus where 1:1 alignment is mostly
sufficient, so the current state may not be a problem.

9. Conclusion

The corpus query system Sketch Engine used to be primarily a monolingual tool, despite its
capability to process many languages. This is no longer true.

We  have  recently  introduced  significant  enhancements  in  relation  to  bilingual
lexicography and working with bilingual corpora. Above, we have described principles that
the features rely on and illustrated them with examples. We believe these improvements will
help  lexicographers  to  streamline  their  work  on bilingual  learner’s  dictionaries,  and thus
contribute to their quality.

Future  directions  include  improving  all  the  above-mentioned  functions  according  to
feedback from users. We have mentioned some possible development directions earlier in the
text while describing the particular functions. There are also options to enhance the automatic
alignment methods as well as the visual part of the application in order to provide better data
to the users in a more comprehensible way.
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Notes
1 www.sketchengine.co.uk
2 www.sketchengine.co.uk/corpus-querying
3 www.sketchengine.co.uk/setting-up-parallel-corpora
4 en.wikipedia.org/wiki/Translation_Memory_eXchange
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