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Abstract. This report describes the tools and resources developed to
support Corpus Pattern Analysis (CPA)—a corpus-based method for
building patterns dictionaries. The tools are an annotation of concordance
in Sketch Engine, a special CPA editor for editing Pattern Dictionary of
English Verbs (PDEV), dedicated servlets based on the Dictionary Editing
and Browsing platform and a public interface for browsing the PDEV. The
resources are SemEval 2015 Task 15 dataset and LEMON API.
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1 Introduction

In this report we present the suite of tools and datasets developed to support
the construction of the Pattern Dictionary of English Verbs (PDEV). PDEV is
the main output of Corpus Pattern Analysis (CPA), a novel technique in corpus
linguistics to map meaning of words onto their patterns of use as observed in
real texts. Section 2 gives a brief overview of CPA, Sections 3, 4, 5, 6 present the
tools and interfaces used by CPA lexicographers. Sections 7 and 8 introduce a
recent work in using the lexicographical resources for NLP. The Bibliography
section is a comprehensive compilation of all major publications related to CPA
and PDEV3 not necessarily related directly to this report.

2 Corpus Pattern Analysis

Corpus Pattern Analysis (CPA) is a procedure in corpus linguistics which as-
sociates word meaning with word use by means of analysis of phraseological

3 And its Spanish and Italian counterparts developed by Irene Renau’s team at
Pontifical Catholic University of Valparaíso, Chile available online www.verbario.com
and by Elisabetta Jezek’s team at the University of Pavia, Italy, respectively.
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patterns and collocations. In CPA, no attempt is made to identify the mean-
ing of a verb or noun directly, as a word in isolation. Instead, meaning is as-
sociated with prototypical sentence contexts. Concordance lines are grouped
into semantically motivated syntagmatic patterns. Associating meaning with
each pattern is a secondary step, carried out in close coordination with the as-
signment of concordance lines to patterns. The identification of a syntagmatic
pattern is not an automatic procedure: it calls for a great deal of lexicographic
art. Among the most difficult of all lexicographic decisions is the selection of
an appropriate level of generalization on the basis of which senses are to be
distinguished. For example, one might say that the in-transitive verb abate has
only one sense (to become less in intensity), or one might separate a storm abates
from a political protest abates, on the grounds that the two contexts have different
implicatures.4

A large apparatus of linguistic categories has been progressively developed
to capture corpus patterns for verbs. Patterns can be described according to
five types of arguments: Subject, Object, Complement, Adverbial, and Indirect
Object. Each can be further specified using determiners, semantic types, con-
textual roles5, and lexical sets. Determiners are used to account for distinctions
between “take place” and “take his place”. Semantic types account for distinc-
tions such as “building [[Machines]]” and “building [[Relationship]]”. Contex-
tual roles account for distinctions such as “[[Human = Film Director]] shoot”
and “[[Human = Sports Player]] shoot”. Lexical sets account for distinctions
such as “reap the whirlwind” and “reap the harvest”.

PDEV is maintained with three main tools: Sketch Engine [1], the CPA editor
and the DEB server. The corpus used is the BNC [2], a large reference corpus
containing various text types in British English (100 million words). For the
purpose of the CPA analysis, the corpus has been filtered and only its written
part was used. The result is usually referred as BNC50 since it contains roughly
50 million words. Lexicographers extract typical phraseological patterns from
corpora by clustering corpus tokens (labelling them) according to the similarity
of their context.

3 Annotation in Sketch Engine

Sketch Engine supports the annotation of tokens in any corpus using unique
identifiers that refer to labels manually defined by lexicographers. The starting
point is the creation of a concordance, based on a lemma and part-of-speech
tag (lempos). In the web interface [3], the annotation is facilitated by green
boxes next to each KWIC (Key Word In Context). The set of labels consists of
numbers (for pattern numbers) although words can be used instead and each
label can be further decomposed into sub-labels indicating a variation of use

4 The implicature is a term from pragmatics referring to what is suggested in an
utterance.

5 Semantic types and roles are enclosed in double square brackets, roles are separated
by “=”.
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(‘.a’ for anomalous argument, ‘.f’ for figurative use of a pattern, and ‘.s’ for
syntactically anomalous). Label ‘x’ is used for tagging errors (e.g. an adjective
use for a verb token) and ‘u’ for an unclassifiable word occurrence. Moreover,
a label can be assigned to a whole page, or to a set of selected lines. The set of
labels can be modified at any time.

Fig. 1. The annotation interface in Sketch Engine.

Labels are stored as IDs internally which allows for renaming labels in
batches. The mapping files are stored one per concordance. It is also possible
to 1) undo an action, 2) sort the concordance according to the label values,
3) combine with standard sorting (by left or right context), 4) visualize the
annotation statistics (Figure 2), 5) filter concordance by labels or 6) annotate
via word sketches.

The labelling actions are the part of Bonito API6: each assignment of labels
to line(s) is sent via AJAX to the server and saved. The API has methods for
assigning labels, renumbering labels (changing the mapping globally for an
annotation), locking the current annotation, obtaining annotation statistics etc.

A training mode is also available to enable trainees to annotate a concor-
dance sample without altering the existing annotations. In this mode each an-
notation by a trainee is stored separately and can be viewed by a trainer. The
performance of each trainee with respect to the master concordance can also be

6 www.sketchengine.co.uk/json-api-documentation
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Fig. 2. Visualization of annotation statistics for verb “abandon”.

computed. Finally a trainee’s concordance can be validated by the trainer and
merged with the main concordance.

Other features have been developed such as an automatic clustering of con-
cordance lines, a bootstrapping mechanism to annotate the rest of a partially
annotated concordance using collocation-based features identified in the con-
text of the lines already annotated. The evaluation of the bootstrap was given
in [4].

4 CPA editor

The CPA editor is implemented in JavaScript (using jQuery and DataTables)
and PHP. It mainly consists of an entry manager (Figure 3) and a pattern editor
(Figure 4). The entry manager retrieves information about entries and stores
them in a DataTable table, thus enabling easy sorting of columns and filtering
using the search input box or verb statuses (complete, ready, work in progress).
Each line of the table can be selected/unselected to be printed in CSV. When a
user clicks on an entry, the entry manager opens an instance of a pattern editor
in a new tab, which is the workspace for the entry.

The pattern editor is organized in three main parts. 1) The top bar contains
information for the entry such as the sample size, the status or comments.
2) The pattern list displays patterns and their frequency in the annotated
concordance, the pattern string, the implicature and also indications about
whether the pattern is an idiom or whether it is used in a particular register. 3)
Clicking on any of the pattern line opens a pattern box (Figure 5). This box lists
arguments line by line and each line can be expanded to account for alternating
components (such as the fact that two semantic types are equally valid in a
given argument). Various information can be added in the form of check boxes,
menu lists, etc. The final line is the implicature, which can be automatically
generated based on the pattern string which adds up all the elements in the
pattern.



Software and Data for Corpus Pattern Analysis 79

Fig. 3. CPA editor – the entry manager.

Fig. 4. CPA editor – the pattern manager.

Fig. 5. Pattern box in the CPA editor.
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The pattern editor contains many features, here we mention only a few: 1)
adding a new pattern, 2) renumbering the list of patterns (by drag & drop), 3)
inserting a new pattern at a specific place, 4) merging two patterns, 5) accessing
a filtered concordance of all the lines tagged with a specific pattern, etc. The
editor is synchronized with Sketch Engine annotations periodically, such that
every time a pattern is added or removed, the information is updated in both
systems. The pattern editor comes with an ontology editor which enables
the lexicographer to create, delete or update semantic type nodes in the CPA
ontology. Several methods have been developed in order to access all the verbs
which use a particular semantic type, and all the nouns matching a semantic
type in the corpus (Figure 6).

Fig. 6. Ontology editor with populated nouns and patterns.

The JavaScript code of the editor was also used for Pattern Dictionary of
English Prepositions by Ken Litkowski [5].

5 DEB platform

The CPA editor interacts with the database server via API (Ruby, WebBrick)
which manages the CPA databases (one per language, currently English,
Italian and Spanish). The server is based on the DEB7 dictionary management
server [6] and is based on private and public methods. Several servlet methods
have been designed in order to ensure maximum efficiency as well as to limit
server overload. The general mechanism is that a JavaScript client sends AJAX
queries to the DEB server which queries the database and sends back responses
in JSON. There are two main servlets, one for the CPA editor, one for the public
version (Section 6). The server also maintains users and their privileges (e.g.
only expert users can label a verb as complete in the editor, or modify them
thereafter).

7 deb.fi.muni.cz
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6 Public access to PDEV

To provide access to the up-to-date data of PDEV and the ontology we have
developed a user-friendly online tool8 which is connected to the main PDEV
database. It is structured similarly to the editor but the style has been entirely
re-shaped and only a limited number of methods are available (it does not
include pattern boxes for instance). The website uses colour codes for different
pieces of information (semantic types, grammatical categories, lexical items).
The public website interacts with Sketch Engine to access labelled examples
for each pattern. A specific feature enables to show the best sentence example
(GDEX, [7]) for each pattern in the pattern list (Figure 7). Ontology in the form
of a semantic type list and a hierarchical structure is also available.

Fig. 7. Public interface to PDEV data.

7 SemEval 2015 Task 15 dataset

In order to support NLP research in semantic parsing which would help to
evaluate the impact of the CPA resources in semantic tasks, a high quality
dataset derived from PDEV was produced and used in Task 15 at Semeval
competition in 20159. The goal of this task was to evaluate to which extent
NLP systems could contribute to the creation of a lexicographical entry. To
maximize participants’ interest as well as to simplify this complex task, it was
broken down into 3 inter-connected subtasks: 1) CPA parsing: all sentences in
the dataset to be syntactically and semantically parsed. 2) CPA clustering: all
sentences in the dataset to be grouped according to their similarities. 3) CPA
pattern editing: all verb patterns found in the dataset to be described in terms
of their syntactic and semantic properties.

8 www.pdev.org.uk
9 alt.qcri.org/semeval2015
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Two datasets were created: Microcheck, which included all three tasks, and
was intended to be used in analysing the correlation of the tasks; Wingspread,
a larger dataset yet only including task 2 and 3, as task 1 required manual
annotation of semantic and syntactic properties of arguments in the context
of the verb. It is worth noting that this was the first attempt at annotating CPA
pattern arguments in context. For more details, refer to SemEval paper [8]. The
resource is available from the SemEval website10.

While the task did not gather as much interest as desired, it fostered the
development of a baseline system (mostly unbeaten by competing systems),
which connected all three tasks together. This system was integrated into the
CPA interface under the username “auto-cpa” for scrutiny and validation by
CPA lexicographers.

8 LEMON API

It is important to release the data produced by CPA lexicographers for use
by NLP developers, in the same fashion as WordNet, FrameNet and other
resources.

The problem for CPA is that the data was scattered in different files, in dif-
ferent formats, spanning several database tables, each holding heterogeneous
types of content (corpus examples, links, ontology, . . . ).

The solution was to encode the resource using RDF as linked open data
in a DEB server method having access to Sketch Engine annotation data. The
name of this project is “PDEV-LEMON” and the first version was released in
2014 [9]. The server script connects elements of patterns stored in the database
to the CPA ontology, and calls Sketch Engine API methods to retrieve annotated
examples. The dictionary is encoded using the LEMON model [10] which
provides the general structure and features to enable an easy instantiation
of a lexicon using an ontology framework such as OWL. PDEV-LEMON
includes 7 ontologies which describe the CPA semantic ontology as well as
ontologies describing specific concepts and relations used in PDEV-LEMON,
taxonomies of domains, and registers and so on. The first release of PDEV-
LEMON included 17,634 triples, 3,702 patterns and 10,799 arguments.

A second release is planned for the end of 2015 and it will include a full
linked data encoding of examples (which, in the first release linked back to the
public access website) using NIF.11 The conversion script was made in such a
way as to handle other languages (Spanish and Italian so far), so it is expected
that future releases will include dictionaries in languages other than English.

9 Conclusion

This report describes the software tools to support the development of pat-
tern dictionaries applying the CPA method. Latest developments of the CPA
10 alt.qcri.org/semeval2015/task15
11 NLP Interchange Format: persistence.uni-leipzig.org/nlp2rdf
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infrastructure have made it easier for lexicographers to quickly draft high qual-
ity dictionary entries, while being robust for a large number of simultaneous
users. Several projects, such as PDEV-LEMON, and the development of the Mi-
crocheck and Wingspread datasets, have been launched to disseminate the re-
source and facilitate its use in NLP.

In parallel, this infrastructure was (and is being) also used to develop verb
pattern dictionaries for Spanish 12 and Italian. In the future, if the number of
languages increases (particularly with Czech, German and French), it should
facilitate the painstaking lexicographical work needed to developed pattern
dictionaries.

Terminology and language learning resources can also benefit from this
suite of tools. Among future improvements of the CPA editor, we may mention
providing support to connect patterns monolingually and across languages
(English, Spanish, Italian). These links could substantially contribute to areas
such as knowledge-based Machine Translation.

The CPA editor and the annotation in Sketch Engine are used on daily basis
by lexicographers.
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